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(7) ABSTRACT

A communication structure and method which allows con-
nection-like and connectionless communications to be pro-
vided on a multiplexed link is provided. The structure and
method can make efficient use of available transmission
capacity and/or network resources while providing both
types of communication and hybrids. Connection-like com-
munications can be provided by a channel having allocated
transmission capacity dedicated to the communication while
connectionless communication can be provided by a shared
channel through which data can be transmitted to subscrib-
ers. In an embodiment, the shared channel transmits frames
of packets addressed to one or more of the subscribers. The
allocation of transmission capacity between the dedicated
channels and the shared channel can be fixed, or can be
managed to meet network or network operator requirements.
The structure and method can also be managed by the
network operator to permit prioritization of some commu-
nications over others. In another embodiment, two or more
shared channels are provided.
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COMMUNICATION STRUCTURE FOR
MULTTIPLEXED LINKS

FIELD OF THE INVENTION

The present invention relates to a communication struc-
ture and method. More specifically, the present invention
relates to a communication structure and method for trans-
mitting data, which can include both voice data and non-
voice, “pure” data, over a multiplexed link.

BACKGROUND OF THE INVENTION

Many communications systems are known. Early com-
munications systems were connection-based, in that a con-
nection was physically established through the system
between the communicating nodes. For example, in the early
versions of the public switched telephone network (PSTN),
users were provided a point-to-point connection to other
users through switchboards, switches and trunks. More
recently, the PSTN has employed multiplexed lines that are
shared, through at least some part of the network, by
multiple users, but which still provide a fixed amount of
bandwidth and network capacity to each user for their voice
data connection, these bandwidth and network capacities
being selected as meeting the anticipated maximum require-
ments for a common telephone voice conversation, typically
referred to as toll quality.

Data communications systems for “pure data” (i.e.—data
transmissions other than voice) have also been built which
are connectionless. Connectionless systems generally oper-
ate on a best effort and/or statistical basis to deliver data via
a suitable, but not necessarily fixed, route between the users,
at best effort transmission rates and/or error rates. An
example of a connectionless system is a packet network such
as the Internet wherein the network capacity is shared
amongst the users.

More recently, attempts have been made to combine
connectionless and connection-like services in a single com-
munication system. For example, much interest has been
expressed recently in Voice over IP (VoIP) through the
Internet. However, it has proven difficult and/or costly to
create a communication system which can meet both the
connection-like requirements of VoIP (voice data requiring
a moderate data rate and having some tolerance for errors,
but requiring low latency) and connectionless requirements
of pure data (often utilizing a high, bursty data rate and
having a relatively high tolerance to latency but little toler-
ance for errors).

Attempts have been made to provide a connection-like
mechanism via the Internet. One such attempt is the ReS-
erVation (RSVP) Protocol proposed by some vendors and
which allows network capacity to be “reserved” at routers
and switches to establish a “virtual” connection through the
Internet to better ensure that desired quality of service (QoS)
levels will be met for the virtual connection. However,
support for RSVP must explicitly be implemented within an
application and at each switch and/or router involved in the
virtual connection, which has been difficult to achieve to
date. Further, there is a significant amount of time and
overhead required to set up an RSVP connection which can
negate the benefits of an RSVP connection for connections
of relatively short duration. Even when implemented, RSVP
does not typically result in an efficient usage of network
capacity as the maximum anticipated bandwidth and/or
network capacity requirements must be reserved for the
duration of the connection, even if they are not used, or are
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not used continuously. Thus, in many circumstances,
reserved network resources are sitting idle, or are under
utilized, for some portion of time. Further, RSVP does not
include any incentive mechanism by which applications/
users are encouraged to only make effective use of network
resources, i.e.—unreasonable requests for resources can be
made by a user or application as there are generally no
economic or other disincentives for doing so.

Such difficulties are exacerbated when the links on which
the network, or a portion of the network, is implemented
involve a multiplexed link of expensive and/or limited
bandwidth. In such cases efficient utilization of bandwidth
and/or network resources is very important and RSVP or
similar strategies have difficulty in meeting desired efficien-
cies. As used herein, the term multiplex and/or multiplexed
link are intended to comprise any system or method by
which a link is shared amongst users. Examples of such
multiplexed links include wired or wireless links employing
multiplexing systems such as TDMA, CDMA, OFDM,
FDMA or other arrangements.

A specific prior art example of a communication system
providing digital voice transmission over a multiplexed
wireless link is a PCS (Personal Communication System)
cellular system. Such systems can employ a multiplexing
technique such as CDMA, TDMA, hybrid systems such as
GSM, or other strategies to allow multiple callers to share
the wireless link between the cellular base station and the
PCS mobile units in both the upstream (mobile to base
station) and downlink (base station to mobile) directions.
One popular such system is the CDMA-based IS-95 cellular
system in use in North America, South Korea and Japan.

While IS-95 based systems, or the like, have been very
successful at handling voice communications, attempts to
provide pure data services over such systems have experi-
enced less success. To date, one approach has been that an
assignable channel, from a limited set of such channels,
must be dedicated to each user to which pure data is to be
sent. This does not generally make efficient use of the
available IS-95 bandwidth, as data rates and requirements
vary much more widely than does a typical voice commu-
nication for which the channels were designed.

Other attempts have been made to offer data communi-
cation systems which address these problems and which are
backward compatible with IS-95, but to date no system has
been created which provides effective usage of available,
limited, bandwidth on a multiplexed link for data transmis-
sions including voice data and pure data.

It is therefore desired to have a communication structure
and method of providing communications, including both
voice data and pure data, over wireless or other multiplexed
links.

SUMMARY OF THE INVENTION

It is an object of the present invention to provide a novel
communication structure and method which obviates or
mitigates at least some of the above-identified disadvantages
of the prior art.

According to a first aspect of the present invention, there
is provided a communications structure for communicating
between at least one network node and at least two sub-
scriber stations through a multiplexed link, said structure
comprising:

a plurality of dedicated channels, each dedicated channel

having allocated to it a portion of the transmission
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capacity of said link to provide communication
between said network node and one of said at least two
subscriber stations; and

a shared channel having allocated to it a portion of the
transmission capacity of said link and wherein said
shared channel is operable to transmit frames of data
packets from said network node to said at least two
subscriber stations.

According to another aspect of the present invention,
there is provided a method of transmitting data from a
network node to a plurality of subscriber stations over a
multiplexed link, comprising the steps of:

(i) determining the requirements for a first data transmis-

sion intended for a subscriber station;

(ii) selecting the use of a dedicated channel or a shared
channel to effect said first data transmission in accor-
dance with said determined requirements; and

(iii) if a dedicated channel is selected, obtaining a dedi-
cated channel when available and transmitting said first
data transmission thereon and if a shared channel is
selected, transmitting said first data transmission on
said shared channel in the form of data packets
addressed to said subscriber station.

According to another aspect of the present invention,
there is provided a method of managing a transmission
structure for transmitting data from a network node to a
plurality of subscriber stations over a multiplexed link,
comprising the steps of:

(i) allocating a portion of the bandwidth of said multi-
plexed link to create a number of dedicated channels,
each of which can be assigned to a different one of said
subscriber stations;

(ii) allocating a portion of the remaining bandwidth of
said multiplexed link to a shared channel which can
communicate with a plurality of said subscriber sta-
tions;

(iii) monitoring the requirements for dedicated channels
in said structure and reallocating bandwidth of said
multiplexed link between said shared channel and said
dedicated channels to create or remove dedicated chan-
nels as required.

The present invention provides a communication struc-
ture and method to allow connection-like and connectionless
communications to be provided on a multiplexed commu-
nication link. The structure and method can make efficient
use of available bandwidth and/or network resources while
providing both types of communication. Connection-like
communications can be provided by a dedicated channel
having allocated bandwidth dedicated to the communication
while connectionless communication can be provided by a
shared channel through which data can be transmitted to
users. In an embodiment, the shared channel transmits
frames of packets addressed to the users. The allocation of
bandwidth between the dedicated channels and the shared
channel can be fixed, or can be managed to meet network or
network operator requirements. The structure and method
can also be managed by the network operator to permit
prioritization of some communications over others.

BRIEF DESCRIPTION OF THE DRAWINGS

Preferred embodiments of the present invention will now
be described, by way of example only, with reference to the
attached Figures, wherein:

FIG. 1 shows a wireless local loop system employing a
multiplexed radio link;

FIG. 2 shows a prior art communication system;
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FIG. 3 shows a communication structure in accordance
with an embodiment of the present invention;

FIGS. 4a and 4b show the structure of FIG. 3 wherein the
numbers of dedicated channels are changed to vary the
allocation of bandwidth between a shared channel and
dedicated channels;

FIG. 5a shows an example of the structure of FIG. 3
wherein a minimum bandwidth allocation has been defined
for the shared channel,

FIG. 5b shows the structure of FIG. 5 when an additional
dedicated channel has been created and the bandwidth of the
shared channel has been decreased accordingly;

FIG. 5¢ shows the structure of FIG. 52 when the shared
channel is reduced to its selected minimum level and the
remainder of the bandwidth of the system has been allocated
to assigned dedicated channels; and

FIG. 6 shows the structure of FIG. 3 wherein two shared
channels are provided.

DETAILED DESCRIPTION OF THE
INVENTION

FIG. 1 shows a wireless local loop (WLL) system, indi-
cated generally at 20. System 20 includes at least one
network node, such as base station 24, which is connected to
one or more networks, such as the PSTN and/or the Internet,
and/or to one or more other base stations 24, via a back haul
28. Backhaul 28 can be any suitable communication link
such as a T1, T3, E1, E3, OC3, radio or microwave link.
Each base station 24 communicates with a plurality of
subscriber stations 32 via a multiplexed radio link 52 shared
between subscriber stations 32. In FIG. 1, each subscriber
station 32 can provide simultaneous connections to at least
one telephony device 36, such as a telephone set or facsimile
machine, and a data device 48 such as a computer, video
conferencing system, etc.

Radio link 52 employs a suitable multiplexing technique,
such as TDMA, FDMA, OFDM, CDMA, hybrids thereof or
other multiplexing techniques to allow simultaneous use of
radio link 52 by base station 24 and more than one sub-
scriber station 32. These multiplexing techniques can be
used to “channelize” and/or otherwise share a radio link.

In prior art systems where, for example, subscriber sta-
tions are mobile telephones, a base station can assign the
usage of a portion of a radio link to a subscriber station, on
an as-needed basis. For example, in a system employing
IS-95, the radio link is channelized into a sixty-four channels
in the downlink from the base station to the subscriber
station. Some of these channels are dedicated for control and
signaling purposes between the base station and subscriber
stations, and the balance form a pool of traffic channels, one
or more of which can be assigned as needed, to communi-
cate with a subscriber station.

The IS-95 communication system suffers from certain
disadvantages. For example, the channels are of fixed pre-
selected data rate (e.g. —=9.6 or 14.4 kilobits per second,
although different amounts of repetition can be employed,
resulting in different effective rates) and use of a traffic
channel is reserved for the duration of the connection, even
if the connection is not presently using the link resources
(bandwidth and/or code space, etc.) allocated to the channel.
It is not unusual that a voice conversation includes relatively
long pauses wherein no information is transmitted and
channel bandwidth is essentially wasted (although in
CDMA, this results in a desirable reduction in interference
between users).
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When connectionless services are considered, this prob-
lem is much worse as transmissions of pure data to a data
device, such as a computer, can comprise one or only a few
packets that typically arrive in bursts, rather than at a steady
rate. A channel established for such a connectionless service
will therefore typically not use a large part of its allocated
link resources, yet these unused resources are reserved for
the duration of that connection and are unavailable for use
elsewhere in the system until the channel is freed. In
addition, there is a relatively significant overhead required to
assign a channel between a base station and a subscriber
station. Thus, for connectionless services between a base
station and a subscriber station, the time and/or network
processing requirements for establishing a channel can be
unreasonable for short bursts of packets.

FIG. 2 shows a prior art downlink (from base station to
users) structure 100 for the radio-link used in IS-95 CDMA
systems. Structure 100 represents the bandwidth available
which typically is arranged into as many as sixty-four
channels. Channels 104, 108 and 112 are control channels
used to establish and maintain communications with users.
For example, channel 104 can be the IS-95 pilot channel,
channel 108 the IS-95 paging channel and channel 112 the
IS-95 synchronization channel. Additional, different or
fewer control channels can be employed that, for example,
are transmitted to all (typically mobile) users. Channels
116, through 116, are the ‘x” traffic channels which carry
user (non-control) data between base station and the users.
In IS-95A, traffic channels 116 all have the same data rate,
while in IS-95B, the data rate of channels 104 through 116,
can be varied, resulting in different total numbers of chan-
nels. It is important to note that structure 100 is essentially
part of a connection-based system, in that a traffic channel
116, and its associated resources, are allocated to a user for
the duration of a communication and provide a fixed amount
of bandwidth, and/or data rate, for the duration of the
connection.

FIG. 3 shows a structure 200 in accordance with an
embodiment of the present invention which can be used, for
example, as a downlink radio structure with WLL system 20
in FIG. 1. In structure 200, some portion 206 of the total
available bandwidth 204 is allocated to one or more control
channels (such as 208, 212 and 216) and the remaining
portion 220 of bandwidth 204 is allocated between a shared
channel 224 and ‘n’ dedicated channels, 228,y through
228,,,. As used herein, the term “bandwidth” is intended to
comprise the transmission capacity of a link. Depending
upon the multiplexing technique employed on a link and the
physical layer of the link, transmission capacity can be
allocated to users as frequency bands, spreading code space,
time slots or other link resources as will be apparent to those
of skill in the art and the term bandwidth is intended to
comprise all of these, as appropriate.

As described in more detail below, the bandwidth allo-
cated to shared channel 224 can be increased and the number
‘n’ of dedicated channels 228 correspondingly decreased, or
vice versa, as required.

Shared channel 224 is a multiplexed channel in that
several, or all, subscriber stations 32 in FIG. 1 are capable
of receiving data transmitted on it from base station 24 and
shared channel 224 typically implements connectionless
data transmissions to subscriber stations 32. One or more
packets of data to be transmitted to a subscriber station 32
from base station 24 are assembled into a transmission
frame, often along with packets addressed to other sub-
scriber stations 32. These frames can be assembled at base
station 24 from packets received via back haul 28 and/or
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from packets received at base station 24 from other sub-
scriber stations 32 or can be assembled elsewhere and
forwarded to base station 24 via backhaul 28. Each
assembled frame is transmitted from base station 24 via
shared channel 224, over radio link 52, to subscriber stations
32 and each subscriber station 32 receives the transmitted
frame and examines the packets therein to identify those, if
any, which are addressed to it. Packets addressed to a
subscriber station 32 are then processed accordingly by the
addressed subscriber station 32.

In a present embodiment of the invention, a transmission
frame is ten milliseconds in length and it is intended that the
construction and transmission of frames is performed on an
on going basis, with a frame being constructed and readied
for transmission while the preceding frame is being trans-
mitted.

It is intended that each subscriber station 32 will continu-
ously listen for and receive shared channel 224 and thus the
time and/or network overhead processing requirements
which would otherwise be required to establish a connection
to a subscriber station 32 is avoided after a subscriber station
32 is in a normal operating mode (achieved as part of the
normal power-up of each subscriber station 32). In this
manner, even small amounts of data (such as single packets)
can be transferred from base station 24 to subscriber stations
32 in an efficient manner as no setup is specifically required
for transmission of a packet to a subscriber station 32 and no
reservation of bandwidth is required.

For connection-like services, such as voice communica-
tion or other services which have QoS requirements such as
relatively low latency or other communications requiring
known transmission characteristics, a dedicated channel 228
can be established, as needed, between base station 24 and
a subscriber station 32. Dedicated channels 228 can be
similar to the traffic channels of IS-95 and have a fixed data
rate, or they can be allocated to provide different data rates
as desired to, for example, enable voice communication at
different qualities, e.g.—toll level quality (at 16 kilobits per
second (kbps)) versus CD-Audio level quality (at 128 kbps).
In any case, dedicated channels 228 effectively reserve
bandwidth to provide connection-like service levels for a
connection between base station 24 and a subscriber station
32.

It is also contemplated that hybrid connections can be
established which employ both shared channel 224 and one
or more dedicated channels 228. For example, a connection
which has a relatively fixed ‘normal’ data rate and requires
low latency, but which also experiences infrequent bursts to
a higher data rate, can be assigned a dedicated channel 228
sufficient for transmitting at the ‘normal’ data rate and any
bursts can be transmitted by shared channel 224.

Alternatively, shared channel 224 can be used to imple-
ment both connection-like and connectionless services. In
any event, the present invention is not limited to dedicated
channels 228 providing connection-like services or shared
channels 224 providing connection-less services and many
suitable strategies for advantageously employing the struc-
ture of the present invention will occur to those of skill in the
art.

As mentioned above, bandwidth portion 220 is managed
to allocate bandwidth between shared channel 224 and
dedicated channels 228. For example, in FIG. 42 bandwidth
portion 220, which could be enough bandwidth for fifty-four
IS-95A traffic channels (fifty-four times ninety-six hundred
kbps equals five-hundred and eighteen-point-four kbps), has
been allocated to create forty-one dedicated channels 228 of
ninety-six-hundred kbps (three-hundred and ninety-three-
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point-six kbps in total) and to allocate the balance of
bandwidth portion 220 (one-hundred and twenty-four-point-
eight kbps), to shared channel 224. In FIG. 4b, only eighteen
dedicated channels 228 have been allocated (eighteen times
ninety-six-hundred kbps equals one-hundred and seventy-
two-point-eight kbps) and the balance (three-hundred and
forty-five-point-six kbps) has been allocated to shared chan-
nel 224.

While structure 200 can be configured with a fixed
amount of bandwidth allocated to shared channel 224 and
remaining bandwidth allocated to a fixed number of dedi-
cated channels 228, it is contemplated that bandwidth por-
tion 220 will be actively managed in many circumstances.
By actively managing the allocation of bandwidth portion
220 between shared channel 224 and dedicated channels
228, the operator of structure 200 can meet goals appropriate
to the needs of their users and/or make efficient use of the
bandwidth available to them. For example, an operator can
decide to prioritize providing dedicated channels 228 for
voice communications over providing higher data rates on
shared channel 224.

It is contemplated that in actively managing bandwidth
portion 220, a minimum bandwidth allocation will be
selected for shared channel 224, for example bandwidth
equivalent to a data rate of fifty kbps. This minimum
allocation can be selected by an operator according to the
service commitments shared channel 224 must meet and the
number of subscriber stations 32 that channel 224 must
serve. Shared channel 224 is then always allocated at least
this selected minimum amount of bandwidth.

It is further contemplated that bandwidth for a selected
minimum number of dedicated channels 228 will also
always be allocated. The remainder of bandwidth portion
220 will then be allocated to shared channel 224. If the
network operator has prioritized the provisioning of dedi-
cated channels 228, then when some portion of this remain-
der of bandwidth is subsequently required to create addi-
tional dedicated channels 228, the required bandwidth is
de-allocated from shared channel 224 and allocated to the
new dedicated channel(s) 228, provided that shared channel
224 is still allocated at least the selected minimum amount
of bandwidth. Otherwise, the capacity of structure 200
would be exceeded and the creation of further dedicated
channels 228 is inhibited.

To reduce set up time and overheads, in addition to the
selected minimum number of dedicated channels 228, it is
contemplated that a pool of a selected number of dedicated
channels 228 (a “channel pool”) will be allocated in antici-
pation of future needs. The dedicated channels 228 in the
channel pool are allocated bandwidth but are not initially
assigned to any subscriber station 32. When a new dedicated
channel 228 is required by a subscriber station 32, it is
assigned one of the dedicated channels 228 in the channel
pool, thus avoiding the delay and/or overheads resulting
from the reallocation of bandwidth from shared channel 224
to create a new dedicated channel 228.

Assuming additional bandwidth can be reallocated from
shared channel 224, then a replacement dedicated channel
228 will be created and placed in the channel pool at an
appropriate time. If bandwidth cannot be reallocated from
shared channel 224, (because, for example, it is at the
selected minimum bandwidth), then the channel pool is
decreased in the number of channels until an occupied
dedicated channel 228 can be freed-up and returned to the
channel pool.

When the channel pool contains the selected number of
dedicated channels 228, then bandwidth allocated to addi-
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tional dedicated channels that are no longer required for
subscriber use can be reallocated to shared channel 224. It
is also contemplated that channel pool can be managed such
that both a minimum and maximum number of channels can
be specified for the pool, i.e.—the size of the pool can be as
small as five channels, before replacement channels are
added to the pool and as many as eight channels can be in
the pool before bandwidth is reallocated to shared channel
224.

It is contemplated that a wide variety of other manage-
ment strategies and/or refinements to the strategies men-
tioned above will occur to those of skill in the art. For
example, no channel pool need be established if the over-
head delay required to create a dedicated channel 228 can be
tolerated.

FIG. 5a shows a configuration of structure 200 wherein
shared channel 224 has a defined minimum size (indicated
in heavy solid line) but has been allocated additional band-
width (as indicated in thin solid line). Further, in this
configuration structure 200 has a channel pool of two
dedicated channels 228, and 228, and four dedicated
channels 228 ,, through 228 ,, assigned to subscriber sta-
tions 32. As shown, when another channel 228, is to be
created, it will be allocated bandwidth from shared channel
224, which is resized accordingly.

As shown in FIG. 5b, when another dedicated channel
228 is required to be assigned to a subscriber, in addition to
channels 228,y through 228, channel 228, (in this
example) will be assigned as the required channel as channel
2285, a replacement dedicated channel 228, will be cre-
ated and placed in the channel pool to replace the assigned
channel and the bandwidth allocated to shared channel 224
will be correspondingly decreased.

As the capacity of structure 200 is approached, and shared
channel 224 is reduced to its defined minimum bandwidth,
unused dedicated channels 228, and 228 ,, (as channels
228, and 228, ,, in the Figure) will be assigned to sub-
scribers, as required, and no new dedicated channels 228
will be created, allowing the channel pool to become empty,
as shown in FIG. 5c.

It is also contemplated that more than one shared channel
224 can be provided, if desired, in bandwidth portion 220.
In such a case, as shown in FIG. 6, each shared channel 224a
and 224b will result in corresponding decreases in band-
width available to dedicated channels 228 or other shared
channels 224. As shown, shared channels 2244 and 224b can
have different amounts of bandwidth allocated to them. The
allocation of bandwidth to shared channels 224 and dedi-
cated channels 228 can be fixed, or can be managed. For
example, either or both of shared channels 224a and 224b
can have their allocated bandwidths increased, or decreased,
accordingly as the number of dedicated channels 228
increases or decreases and/or as the bandwidth allocated to
the other shared channel 224 is increased or decreased.

One reason for providing more than one shared channel
224 can include the ability to reduce transmission latency by
reducing the length of the transmission frames and/or allow-
ing multiple frames to be sent at the same time. Another
reason to employ more than one shared channel 224 is to
provide an upgrade path whereby “old” subscriber stations
32 that cannot cope with an increased data rate or some other
new development can listen to one shared channel 224a
which employs a suitable data rate or other needed technol-
ogy and “new” subscriber stations 32 can listen to another
shared channel 224b which employs an increased data rate
or other new technology.
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Another possible reason for including more than one
shared channel 224 is to permit a security scheme for some
subscribers. A group of subscriber stations 32 which are to
receive secured communications will listen to an encrypted
shared channel 2244q, while the balance of subscriber sta-
tions 32 listen to a non-encrypted shared channel 224b.
While packets on the non-encrypted shared channel 224b
can have encrypted payloads, the entire frames of packets on
the encrypted shared channel 2244 can be encrypted, inhib-
iting traffic analysis to be performed on communications
sent via channel 224a.

Yet another reason for providing more than one shared
channel 224a can be that different subscriber stations 32 can
have different abilities to receive the signals. Thus, one
shared channel 224 can have modulation, encoding and/or
transmission power levels suitable for a group of subscriber
stations 32 which have good reception characteristics and a
second shared channel 224b can employ a different modu-
lation, encoding or power level suitable for another group of
subscriber stations 32 which have poorer reception charac-
teristics.

The present invention is not limited to radio links or to
other links employing CDMA as a multiplexing technique.
For example, the present invention can be employed for
certain links operating on wired network or optical network
physical layers and employing multiplexing techniques such
as OFDM, TDMA, FDMA or hybrid multiplexing tech-
niques.

The present invention provides a communication system
and method which allows connection-like and connection-
less communications to be provided in a manner which can
make efficient use of available bandwidth and/or network
resources. The system and method can be managed by the
operator of a network to permit prioritization of some
communications over others and/or to vary bandwidth allo-
cated between connection-like and connectionless commu-
nications as needed and/or desired.

The above-described embodiments of the invention are
intended to be examples of the present invention and alter-
ations and modifications may be effected thereto, by those of
skill in the art, without departing from the scope of the
invention which is defined solely by the claims appended
hereto.

We claim:

1. A communications structure for communicating
between a network node and at least two subscriber stations
through a multiplexed link, said structure comprising:

a plurality of dedicated channels, each dedicated channel
having allocated to it a portion of the transmission
capacity of said link to provide communication
between said network node and one of said at least two
subscriber stations; and

a shared downlink channel having allocated to it a portion
of the transmission capacity of said link and wherein
said shared downlink channel is operable to transmit
frames of packets from said network node to said at
least two subscriber stations, at least some such frames
including packets of data addressed to different ones of
said at least two subscriber stations wherein said struc-
ture includes at least a preselected minimum number of
said dedicated channels and said portion of the trans-
mission capacity of said link allocated to said shared
downlink channel comprises the balance of said trans-
mission capacity that is not occupied by said dedicated
channels.

2. The structure according to claim 1 wherein said portion

of the transmission capacity of said link allocated to said
shared downlink channel is fixed.
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3. The structure according to claim 1 including at least
two shared downlink channels, each shared downlink chan-
nel being operable to transmit frames of packets from said
network node to said at least two subscriber stations.

4. The structure according to claim 3 wherein each of said
at least two shared downlink channels is operable to transmit
said frames of packets to different ones of said at least two
subscriber stations.

5. The structure of claim 3 wherein said balance of said
transmission capacity is allocated unequally to each of said
at least two shared downlink channels.

6. The structure according to claim 1 wherein additional
dedicated channels are created, as needed, by reallocating
necessary transmission capacity of said link from at least
one shared downlink channel to such additional dedicated
channels.

7. The structure according to claim 6 wherein said at least
one shared downlink channel has a preselected minimum
transmission capacity and reallocation of transmission
capacity from said at least one shared downlink channel to
said additional dedicated channels ceases before said trans-
mission capacity allocated to said shared downlink channels
falls below said minimum transmission capacity.

8. The structure according to claim 1 wherein data for a
subscriber station is transmitted from said network node via
a combination of a dedicated channel and said shared
downlink channel, said dedicated channel providing a first
data transmission rate and said shared downlink channel
providing an additional transmission rate, as needed, to
accommodate transmission bursts in excess of said first data
transmission rate.

9. The structure of claim 1 wherein at least one of said
plurality of dedicated channels has a different amount of said
transmission capacity allocated to it than does another of
said plurality of dedicated channels.

10. The structure of claim 1 wherein said link is a radio
link.

11. The structure of claim 10 wherein said radio link
employs CDMA as a multiplexing technique.

12. A method of transmitting data from a network node to
a plurality of subscriber stations over a multiplexed link,
comprising the steps of:

(i) determining the requirements for a first data transmis-

sion intended for a subscriber station;

(ii) selecting the use of a dedicated channel or a shared
downlink channel to effect said first data transmission
in accordance with said determined requirements;
wherein said selected channel is selected from at least
a preselected minimum number of dedicated channels
each allocated a portion of the transmission capacity of
said link and said shared downlink channel, and the
portion of the transmission capacity of said link allo-
cated to said shared downlink channel comprises the
balance of said transmission capacity that is not occu-
pied by said dedicated channels; and and

(iii) if a dedicated channel is selected, obtaining a dedi-
cated channel when available and transmitting said first
data transmission thereon and if a shared downlink
channel is selected, transmitting said first data trans-
mission on said shared downlink channel in the form of
data packets addressed to said subscriber station, said
data packets assembled into frames, at least some such
frames including packets of data addressed to different
ones of said subscriber stations.

13. The method of claim 12 wherein the determination in

step (i) is made in consideration of the QoS requirements of
said first data transmission.
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14. The method of claim 12 wherein the determination in
step (i) is made in consideration of the type of data to be
transmitted.

15. The method of claim 12 wherein, if a dedicated
channel is selected and no such dedicated channel is avail-
able, said first data transmission is transmitted on said shared
downlink channel.

16. The method of claim 12 where in step (ii), both a
dedicated channel and a shared downlink channel are
selected, an amount of said first data transmission corre-
sponding to the transmission capacity of said dedicated
channel being sent thereon and the balance of said first data
transmission being sent on said shared downlink channel.

17. A method of managing a transmission structure for
transmitting data from a network node to a plurality of
subscriber stations over a multiplexed link, comprising the
steps of:

(i) allocating a portion of the bandwidth of said multi-
plexed link to create a number of dedicated channels,
each of which can be assigned to a different one of said
subscriber stations;

(ii) allocating a portion of the remaining bandwidth of
said multiplexed link to a shared downlink channel
which can communicate with a plurality of said sub-
scriber stations, data transmission on said shared down-
link channel in the form of data packets assembled into
frames, at least some such frames including packets of
data addressed to different ones of said subscriber
stations;
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(iii) monitoring the requirements for dedicated channels
in said structure and reallocating bandwidth of said
multiplexed link between said shared downlink channel
and said dedicated channels to create or remove dedi-
cated channels as required.

18. The method of claim 17 wherein said structure
includes a preselected minimum number of dedicated chan-
nels and, in step (iii), no dedicated channels are removed
when said number of dedicated channels is equal to said
preselected minimum number.

19. The method of claim 17 wherein said structure
includes a preselected minimum portion of bandwidth allo-
cated to said shared downlink channel and, in step (iii), no
dedicated channels are created which would otherwise
reduce the bandwidth allocated to said shared downlink
channel below said minimum portion of bandwidth.

20. The method of claim 17 wherein said structure
includes a preselected minimum number of dedicated chan-
nels and a preselected minimum portion of bandwidth
allocated to said shared downlink channel and, in step (iii),
no dedicated channels are created which would otherwise
reduce the bandwidth allocated to said shared downlink
channel below said minimum portion of bandwidth and no
dedicated channels are removed when said number of dedi-
cated channels is equal to said preselected minimum num-
ber.



